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Background:  

Video editing plays a crucial role in today's creative industries, from film-making and advertising 

to social media content creation. It enables creators to bring their visions to life, enhancing 

storytelling through visual effects, scene adjustments, and content personalization. However, 

most current video editing techniques face several challenges: they require extensive manual 

intervention, lack consistent control over edits, and are time-consuming, limiting their scalability 

for real-world applications. 

 

Previous works [1,2] try to conduct video editing based on the implicit neural representation model, 

the model learns a 2d texture map which can be mapped by the model into different frames, so 

that the editing can be simply conducted on this texture map and produce consistent editing in 

the whole sequence. However, the video captures the objects and the scene in a 3d world, and a 

2d texture map produces some unrealistic visual effects when representing the videos. Moreover, 

the implicit neural representation for representing a video needs to be trained for around 20 

minutes and even longer, which is not efficient enough for interactive editing.    

 

Gaussian Splatting (GS) [3] is a state-of-the-art technique for novel view synthesis—the task of 

generating photorealistic images of a scene from viewpoints not seen in the original input 

photographs. It has become a sensation for its ability to achieve unprecedented rendering speeds 

and high visual quality, often rendering at 100+ frames per second on modern GPUs. 

3DGS/2DGS represents a significant shift from prior approaches like Neural Radiance Fields 

(NeRFs) by using an explicit, intuitive scene representation instead of a large, implicit neural 

network.  

 

Recent works extended GS to image and video rendering [4,5,6], which can be a promising way 

of image compression and representation. However, there are still some problems in representing 

the long videos [5] with large motion and conduct artifacts-free editing on the canonical Gaussian 

representation.  

 

Target:  

1. Build a compact and efficient representation for video with 2D/3D GS.  

2. Build a framework for consistent video editing on GS. Edit in the canonical space build by 

GS, while keeping the consistency in the whole sequence.   



3. Use palette-based color adjustment method [7] or text-based image generation model for 

editing. 

 

 

 

What will you learn from the project? 

1. Recent techniques in 2D/3D vision. 

2. Knowledge about color editing.  

3. Latest studies about video representation and editing with Gaussian splatting. 
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